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Highly resolved simulations of groundwater flow, chemical migration and
contaminant recovery processes are used to test the applicability of stochastic
models of flow and transport in a typical field setting. A simulation domain
encompassing a portion of the upper saturated aquifer materials beneath the Lawrence
Livermore National Laboratory was developed to hierarchically represent known
hydrostratigraphic units and more detailed stochastic representations of geologic
heterogeneity within them. Within each unit, Gaussian random field models were used
to represent hydraulic conductivity variation, as parameterized from well test data and
geologic interpretation of spatial variability. Groundwater flow, transport and remedial
extraction of two hypothetical contaminants were made in six different statistical
realizations of the system. The effective flow and transport behavior observed in the
simulations compared reasonably with the predictions of stochastic theories based
upon the Gaussian models, even though more exacting comparisons were prevented
by inherent nonidealities of the geologic model and flow system. More importantly,
however, biases and limitations in the hydraulic data appear to have reduced the
applicability of the Gaussian representations and clouded the utility of the simulations
and effective behavior based upon them. This suggests a need for better and unbiased
methods for delineating the spatial distribution and structure of geologic materials and
hydraulic properties in field systems. High performance computing can be of critical
importance in these endeavors, especially with respect to resolving transport processes
within highly variable media.q 1998 Elsevier Science Limited. All rights reserved
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1 INTRODUCTION

It is well known that subsurface formations are spatially
heterogeneous in their structure and material composition,
as well as their hydraulic and chemical properties. These
conditions create nonuniform groundwater flow fields and
strongly influence the migration of dissolved chemicals and
contaminants through accelerated dispersion, dilution and
retardation processes.8,12,29 In subsurface pollution prob-
lems, contaminants are usually found to be distributed in
distinct, three-dimensional patterns, as influenced by flow in
more conductive lenses and strata, diffusion into less perme-
able zones, sorption onto variably reactive minerals, and a
sporadic history of introduction into the subsurface.

In this paper, we are interested in the use of numerical
models to stimulate flow of groundwater and reactive trans-
port of contaminants in the subsurface. We are particularly
concerned with how the effects of heterogeneity can be
appropriately incorporated and represented within models
used in actual field problems. As a result, we plan to use a
case study to test the applicability of effective-medium
stochastic theories of flow and transport in a typical field
setting. These theories are generally meant to provide a
more defensible framework to predict mean rates of flow
and dispersion behavior in nonuniform geologic formations
from a bulk, homogenized perspective.8,12

To do this, we will employ a simple model of geologic
heterogeneity to support the parameterization of these
theories at the application site. Our approach will rely on
the development of a Gaussian geostatistical representation
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of conductivity variability using available geologic and
hydraulic test data. This will be accomplished hierarchically
within a series of previously identified hydrostratigraphic
units that comprise the saturated geologic system at the
site. Because these units are bounded, highly variable and
potentially nonstationary, we will use a more detailed,
experimental modeling framework for the selective valida-
tion of the stochastic results, as opposed to relying on sparse
observational data for the same purpose.

Thus, a series of flow and point-source transport simula-
tions will be carried out in the manner of Tompson and
Gelhar26 in several equally likely, detailed ‘‘realizations’’
of the system that have been built from the same hydro-
stratigraphic and Gaussian random field conceptualization.
Effective flow and dispersive transport characteristics will
be identified and compared with theoretical predictions.
Importantly, this work will also examine limitations of
this procedure that relate to biases and shortcomings in
the available data, idealizations in the geostatistical and
stochastic models, and the overall value of the effective-
medium problem conceptualization.

2 EXAMPLE FIELD APPLICATION

Our example application is centered on the flow and con-
taminant migration processes in the upper aquifer materials
beneath the Lawrence Livermore National Laboratory
(LLNL) in California. The groundwater in this area was
contaminated with some eight volatile organic compounds
(VOCs) that were in regular use 50 years ago when the lab
site was occupied by a naval airfield. The existing saturated

zone contamination is comprised chiefly of trichloro-
ethlyene (TCE) and perchloroethylene (PCE). This contam-
ination extends from beneath LLNL to over a mile west, is
slowly moving toward municipal wells in downtown
Livermore, and is the focus of a large pump-and-treat
remediation project.23

Detailed measurements of contaminant migration rates
are limited or unavailable, partially because the observa-
tional framework is coarse and largely less than 10 years
old, and partially because it is difficult to pinpoint specific,
self-contained plumes. The current contamination has been
derived from multiple source events that occurred over a
wide period of time.

The upper aquifer beneath LLNL is composed of wide-
spread alluvial materials as deposited and built up from
meandering streams that cross the Livermore Valley. It
lies above a rather continuous, blue–green clay layer that
is considered to be the top of the so-called Lower Livermore
Formation. In addition, there are several other less-
permeable zones close to LLNL, associated with surround-
ing highlands, as well as a nearby uplifted fault zone. A
schematic of this area is shown in Fig. 1.

The alluvial materials have been further classified in
terms of four principal geologic facies.5,11 These include
widespread low-permeability floodplain deposits containing
mostly clays and silts, moderate-permeability levee deposits
containing silts and sands, moderate-permeability debris
flows containing a wide mixture of clays, silts, sands and
gravels, and higher-permeability channel materials com-
posed mostly of sands and gravels.

A two-dimensional, vertically integrated, regional mod-
eling study of flow and transport in the LLNL system has

Fig. 1. Perspective conceptualization (looking northeast) of the upper aquifer beneath LLNL, showing alluvial materials (white), less
permeable uplifted zones (dark), and a downtown pumping well. Approximate, vertically averaged hydraulic head contours are also shown.
The lower boundary of the aquifer overlays a relatively consistent, impermeable blue clay formation throughout the region. Flow in the

alluvium goes mainly from the east and southeast toward the west.
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been carried out, under both natural and remedial con-
ditions.28 This has been based on a simplified representation
of the flow and transport processes in the alluvial materials
above the blue–green clay, a number of physical and
chemical property measurements taken from over 400
wells at the site and a reasonable amount of geologic inter-
pretation to conceptualize the hydrologic system and
approximate the contaminant distribution.25 The regional
model simulation domain is shown in Fig. 1.

2.1 Modeling subdomain

In the current application, attention will be focused on a
smaller subdomain comprised of a 12 700 ft square pris-
matic block of alluvium ‘‘carved’’ out of the upper 320 ft
of saturated aquifer surrounding the LLNL site (Fig. 2).
Hydraulic conditions in the block will be considered to be
approximately confined, with the upper portion located
close to the water table. The lower portion of the block (at
elevation 230 ft) intersects much of the bounding blue–
green clay formation, while its southeast corner is crossed
by the fault zone. This block envelopes all of the currently
contaminated groundwater.

Material properties such as the hydraulic conductivity,
medium porosity or mineral sorptive capacity will be spe-
cified separately for the alluvial materials, the clay layer and
the uplifted fault zone. In addition, the alluvial materials
will be divided into eight recently identified hydrostrati-
graphic layers,4 as shown in Fig. 3. These layers have
been identified from geologic cross-sections constructed
from well logs, core descriptions and hydraulic interference
tests.

Fig. 4 shows the locations of approximately 240

monitoring wells within the modeling subdomain from
which measurements of hydraulic conductivity are available
from well tests. The different symbols correspond to the
principal hydrostratigraphic interval in which the wells
were screened. Most well screens were between 5 and
15 ft in length and were situated in primarily high- to
moderate-permeability materials. This was done in anticipa-
tion of the wells being used for monitoring and remediation
purposes. As shown in Fig. 5a, there was a significant degree
of variability and spread in the conductivity measurements,
despite the fact that lower-permeability materials were not
effectively incorporated and accounted for in the testing
procedure.

Fig. 5a also shows a normalized histogram of 46 conduc-
tivity measurements made in a series of three-inch
saturated-zone soil cores. The cores were obtained during
the construction of three wells located near the southwest
corner of the LLNL site (Fig. 4). These data are more reflec-
tive of the lower-permeability materials from which intact
cores could be taken, and do not effectively represent higher
permeability sandy or gravelly materials that could not be
retained in the cores. Despite the disparity in testing scales
and the fact that both histograms represent differently biased
data sets, the pair of histograms, in combination, do seem to
give a clearer indication of the true distribution of conduc-
tivity in the alluvial materials.

At this stage, it would appear that additional conductivity
measurements or lithological analyses would be required to
provide a more unbiased and unified picture of the alluvial
conductivity distribution. Nevertheless, in what follows, we
will use the more abundant well test measurements as the
principal means to describe the physical heterogeneity of
the system. These will be used in a provisional fashion

Fig. 2. Perspective conceptualization (looking northeast) of the detailed modeling domain around LLNL (refer to Fig. 1). Approximate,
vertically averaged hydraulic head contours shown at 10 ft intervals.
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only, with the caveat that more effective or complete
descriptions of the conductivity distribution can be substi-
tuted as they become available.

3 SIMULATION APPROACH

Detailed simulations of flow and transport in the subdomain

will be made in a number of equally-probable ‘‘realiza-
tions’’ of the system that preserve the structure and geom-
etry of the hydrostratigraphic layers and recreate, in an
approximate statistical sense, the characteristic degree of
property variability that has been observed in each of
them. Fig. 5b shows that variability in the hydraulic con-
ductivity exists throughout each hydrostratigraphic layer as
well. In addition, the uplifted fault zone will be retained as
‘‘fixed’’ features with constant properties in each realiza-
tion. In this sense, the spacing and arrangement of the
measurement points will not influence the character of
heterogeneity produced in any given realization.

3.1 Flow and transport processes

Steady, saturated flow in this system is described by

=·(K=h) ¼
∑
w

Qwd(x ¹ xw) (1)

whereh(x) is the hydraulic head [L],K(x) is the medium
hydraulic conductivity [L/T], andQw . 0 [L 3/T] represents
a loss of fluid due to extraction pumping at locationxw. Use
of fixed Dirichlet boundary conditions forh will allow for
fluid inflow across the boundaries to balance losses from
pumping.

The average groundwater seepage velocity,v(x) [L/T], is
defined by

ev ¼ ¹ K=h (2)

wheree is the medium porosity.
The migration of a dissolved, neutrally buoyant chemical

Fig. 3.Perspective of the model subdomain (looking southeast), showing the principal hydrostratigraphic units (1–5) lying above a lower confining
clay unit (6). Vertical scale exaggerated by a factor of 10. Locations of the Wente and Davey agricultural wells and the Treatment facility ‘‘B’’
(TFB) extraction well are also shown, as is the uplifted fault zone. Initial source location used in transport experiments shown in green. In the
electronic version of this paper, two animated sequences are available to help visualize the hydrostratigraphic units more clearly (see ‘‘Special
section on Visualization’’ on the journal’s homepage athttp://www.elsevier.nl/locate/advwatresor http:www.elsevier.com/locate/advwatres).

Fig. 4. The 240 well locations in the model subdomain where
hydraulic conductivities were measured. Symbols indicate hydro-
stratigraphic layer in which each well was screened. LLNL site
outlined in light gray color. ‘‘D’’, ‘‘W’’ and ‘‘T’’ refer to the
locations of the Davey, Wente and TFB wells used in the

simulations.
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constituent in the groundwater is described by

](Rec)
]t

þ =·(ecv) ¹ =·(eD·=c) ¼ ¹ c
∑
w

Qwd(x ¹ xw)

(3)

wherec(x,t) is the average aqueous concentration [M/L3] at
a point in the medium.8 The quantity

D(x) < (aTlvlþ D)I þ (aL ¹ aT)
vv
lvl

(4)

is the velocity-dependent hydrodynamic dispersion tensor
[L 2/T], aL andaT are the local longitudinal and transverse
dispersivities [L], andD is the aqueous molecular diffusiv-
ity [L 2/T]. In eqn (3) we have assumed that sorption onto
the mineral phase may occur reversibly and in an equi-
librium fashion such that the total (aqueous plus sorbed)
concentration may be related to the aqueous concentration
by r(x,t) ¼ ecþ ð1¹ eÞs¼ ecR, where,s(x,t) is the sorbed
mass per unit volume of soil matrix (concentration) [M/L3]
andR is the local partitioning or retardation capacity of the
soil, which may generally be concentration dependent.

In the experiments below, we consider both a nonreactive
tracer (whereR tracer ¼ 1) and a reactive compound such as
perchloroethylene (PCE) that is present at the LLNL site.23

We assume that PCE will linearly sorb onto the soil matrix
such thatRPCE ¼ 1 þ ekd/(1 ¹ e), wherekd is a dimension-
less sorption coefficient.

3.2 Specification of material properties

In the alluvium, heterogeneity in the hydraulic conductivity
(K) will be specified in terms of a simple and approximate
Gaussian random field model.8,12,24 In each hydrostrati-
graphic layer, the spatial distribution ofK is assumed to
be described by

ln Kj(x) < Fj þ fj(x) (5)

whereFj is the mean of the lnK distribution in layerj and

f j(x) is a spatially fluctuating component with standard
deviationj fj. Values ofFj (or, more conveniently, the geo-
metric mean conductivity,KGj ¼ eFj ) andj fj for each layerj
can be inferred from distributional data such as that in
Fig. 5b.

Spatial persistence in values ofK(x) is prescribed by a
model of spatial correlation forf j(x) in each unit. Here, we
have used an anisotropic exponential correlation model of
the form

Cj(r ) ¼ j2
fjexp ¹ (r1=lj1)2 þ (r2=lj2)2 þ (r3=lj3)2� �1=2n o

(6)

wherer is a separation, or lag vector, andl ji is a correlation
length scale for directioni in Unit j.

Although this model is quite common,8,12 it should still
be regarded as approximate because of limitations in the
hard data needed to implement it and its overall conceptual
simplicity. More sophisticated and geologically realistic
methods based upon non-Gaussian random fields,17 indica-
tor simulation14,10,15,5,6or alluvial deposition models30,31

could also be used to specify formation heterogeneity.
Preliminary analyses of the well test data in Fig. 5 have

allowed the statistical properties shown in Table 1 to be
estimated for the LLNL subdomain. As mentioned pre-
viously, these will be used with some reservations, owing
to the high bias inherent in the well test data. Nevertheless,
the trends in the geometric mean conductivities and lnK
standard deviations are consistent with general observations
that indicate, for example, that Units 1b and 4 are generally
more uniform in content and composed of permeable sands,
while Units 3a and 3b are more heterogeneous with broader
mixtures of clay, silt and sand.

Correlation lengths are notoriously difficult to determine,
especially when closely spaced data are few in number.
Fig. 6 shows several horizontal variograms estimated from
the Unit 1b data. They seem to indicate that some horizontal
anisotropy may be present in which the correlation lengths

Fig. 5. (a) Normalized histogram of hydraulic conductivity measurements made from 240 well and 46 core tests. (b) Well conductivity
histogram replotted with respect to hydrostratigraphic layer. Symbols in (b) correspond to layers and symbols in Table 1 and Fig. 4.
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lie between 100 and 250 ft. For the purposes of this inves-
tigation, we will assume that correlation is approximately
isotropic in the horizontal plane with a length scale of
200 ft. Additional analyses of data in units 1a and 2–5 sug-
gest that the same correlation approximation may be used.
Vertical correlation scales shown in Table 1 have been esti-
mated from some vertical variograms and borehole geophy-
sical analyses.

In the lower clay zone (Unit 6), the conductivity distribu-
tion is also assumed to be heterogeneous, albeit with a very
small mean,KG, consistent with approximately confining
conditions. In the uplifted fault materials,K will be assigned
a constant value of 0.004 ft/day with no spatial variability.
This is consistent with earlier interpretations used in Ref.28.

A single realization of the hydraulic conductivity distri-
bution in the local subdomain is shown in Fig. 7. An uncon-
ditional Turning Bands technique24 was used to generate
independent data fields within each layer. By unconditional,
we mean that specific values ofK that may actually be

known at specific locations were not necessarily reproduced
in the simulation. This is an important limitation that will be
addressed in future work. In addition, the principal horizon-
tal correlation axes of the random field in each layer were
allowed to drape over or conform to the curvature of the
most immediate lower hydrostratigraphic unit boundary, as
a means to approximate a slight depositional dip or strike in
the field.

Based upon preliminary PCE sorption data at LLNL,3,27

we will assume that the PCE sorptivity of the soil is per-
fectly correlated with the hydraulic conductivity via

ln(ekd) < ¹ 0:86¹ 0:32ln K (7)

This relationship attempts to relate variabilities in bothkd

and K to more fundamental variations in the average spe-
cific soil surface areas.22

The quantitiese, aL andaT will be held constant in all
cases and set to representative local values of 0.3, 1.0 ft and
0.1 ft, respectively.

3.3 Computational issues

To maintain a spatial resolution that is four times finer than
the correlation scale in each coordinate direction, properties
were generated on a uniform 2573 2573 129 orthogonal
grid for all simulations considered. This resulted in a simu-
lation mesh with over 8 million nodes, each separated by
grid lengthsDxi equal to 50, 50 and 2.5 ft, respectively, in
each coordinate directioni. In the current work, a standard
7-point finite volume procedure was employed to solve the
flow problem (eqn (1)) for the distribution of hydraulic
head, from which velocity fields were subsequently calcu-
lated using a standard differencing technique.

Because of the size of the subdomain problem and the
need for multiple simulations, we employed the newly-
developedParFlow simulator to solve all flow problems
of interest.1,2 ParFlow has been developed for use on a
variety of computational platforms, ranging from large-
scale, massively parallel computers such as the Cray T3D,
where all flow simulations reported here were performed, to

Table 1. Statistical characteristics used to specify hydraulic conductivity heterogeneity within each
hydrostratigraphic unit using the random field model (eqns (5) and (6)). Effective horizontal hydraulic

conductivity values predicted from eqn (8) are also shown

Specified Predicted
Unit, j KGj ¼ eFj (ft/day) j fj lx ¼ ly (ft) lz (ft) K̂hj=KGj

1a 4.6 2.1 200 10 3.04
1b 5.9 1.6 200 10 2.19
2 2.0 1.4 200 10 1.91
3a 1.5 2.3 200 10 3.44
3b 1.9 2.3 200 10 3.44
4 2.6 1.5 200 10 2.04
5 1.4 2.0 200 10 2.85
6 (clay) 0.1 1.0 200 10 1.91
Fault zone 0.004 0.0 — — 1.0

1a–5 3.3 1.8 200 10 2.5

Fig. 6. Estimated horizontal variograms for hydrostratigraphic
unit 1b. Each curve incorporates data in 308 arc segments centered
on 08 (due North), 608 (East–Southeast), and 1208 (West–Southwest).
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smaller engineering workstations. It has been optimized for
repeated large-scale flow simulations by incorporating a con-
cise, hierarchical and grid-independent representation of the
hydrostratigraphic flow units, direct generation of the stochas-
tic property fields via a parallel Turning Bands technique, and
an efficient solution of the discretized equations using a multi-
grid preconditioned conjugate gradient (MGCG) technique.2

An efficient, Lagrangian random-walk particle grid
model26,27,29was used to simulate contaminant migration,
dispersion and reaction processes, as embodied in eqn (3).
Solutions here were found on single-processor unix work-
stations. In all simulations, a particle resolution of 3000 -
particles/kg was used to represent the contaminant mass
(dissolved or dissolvedþ sorbed) in groundwater.

4 FLOW SIMULATIONS

Altogether, five distinct random realizations of the forma-
tion properties were considered, along with a sixth in which
the individual layer properties were held constant (Table 1).
These runs were not meant to support an exhaustive Monte
Carlo simulation process, but, rather, to illustrate and gauge
some of the basic process variabilities that may occur from
one realization to the next.

Within each realization, two types of flow problems were
considered. The ‘‘ambient case’’ simulation involved find-
ing the steady-state head field in the local subdomain subject
to specified hydrostatic head conditions on the perimeter of
the domain and no-flow conditions on the top and bottom.

The boundary head conditions were interpolated from the
measured values shown in Figs 1 and 2. Because these observa-
tions were made during the operation of two agricultural wells
that lie within the domain, the so-called Wente and Davey wells
(Figs 4, 3, and 7) were added to the ambient case simulation.
Although these wells go well below the bottom of our domain
(into additional permeable zones), only the portions of their
screened intervals above the Unit 6 clay layer (132.5 ft in
units 3b–5 and 17.5 ft in Unit 5, respectively) were used. As
an approximation, the total pumping rate specified was divided
evenly among the nodes intersecting the well screen. For both
wells,Qw was set approximately to 9500 ft3/day.

The ‘‘extraction case’’ simulation involved the addition
of a remedial extraction well in the area of the currently
operating Treatment Facility B (Figs 4, 3, and 7), with all
other factors unchanged. The ‘‘TFB’’ well was screened
over a 12.5 ft interval in Unit 3a near the top of the saturated
zone (specifically centered at an elevation of 475 ft), and
was pumped at a rate ofQw ¼ 5000 ft3/day to approximate
the current operation. (The real facility is composed of
several wells; in addition, several other facilities are being
used that are not a part of this simulation, as reviewed in
Ref.28.) All other specifications, including the boundary
conditions, remained unchanged from the ambient case.

4.1 Results

In Fig. 8, head profiles from near the top of the domain are
shown for the first three realizations of the formation prop-
erties. Figures for the ambient and extraction cases are

Fig. 7. Perspective of the detailed model subdomain (looking southeast), showing a realization of nonuniform flow properties in the more
permeable hydrostratigraphic units (1–5). The lower confining clay unit (6) and the uplifted fault zone are also shown. Vertical scale
exaggerated by a factor of 10. Locations of the Wente and Davey agricultural wells and the Treatment facility ‘‘B’’ (TFB) extraction well
are also shown. Initial source location used in transport experiments shown in green. In the electronic version of this paper, two animated
sequences are available to help visualize the hydrostratigraphic units and heterogeneous layers more clearly (see ‘‘Special section on

Visualization’’ on the journal’s homepage athttp://www.elsevier.nl/locate/advwatresor http:www.elsevier.com/locate/advwatres).
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shown on the top and bottom, respectively. The sharp gra-
dient near the southeast corner of the domain correctly
represents the influence of the uplifted fault zone. The
hydraulic gradients directly beneath LLNL, just to the east
of the TFB well, are quite flat and generally agree with
observations on the order of 0.0015–0.003. In a broad
sense, the different realizations give rise to similar profiles,
perhaps partly as a result of the fixed features and boundary
conditions used in each simulation. Yet, there are a number
of clear and distinct differences. In the first and third run, for
example, the impacts of the Wente and Davey wells near the
water table correspond well to the measured effects seen in
Figs 1 and 2. In the second run, their impacts are more subtly
represented, having been reduced by lower permeability
materials that were generated near and above the screens
of the wells. Because the property realizations were not
conditioned to measured data or other observations, neither
conditions adjacent to the wells nor those between the well
and the water table were necessarily constrained to be
permeable.

In Fig. 9, the two head profiles from the first realization
are compared to those in the sixth realization in which the
geometric-mean hydraulic conductivities (KGj) were speci-
fied as constant scalars in each hydrostratigraphic unit
(Table 1 and Fig. 3). Here we see smoother contours

following a slightly distorted orientation, implying, possi-
bly, a slightly different capture zone. The most significant
effect is that the influence of the pumping wells is much
more pronounced near the top of the domain. The geologic
structure specified in the heterogeneous case clearly pro-
vides a degree of hydraulic insulation.

5 TRANSPORT SIMULATIONS

A series of chemical transport simulations were conducted
in the flow fields described above. Pulses of approximately
20 and 36 kg of dissolved tracer and reactive compounds,
respectively, were introduced into the groundwater and
allowed to migrate under the ambient flow conditions of
each realization. The pulse was not meant to represent any
particular portion of the contamination at the site, but,
rather, to serve in a more hypothetical fashion to examine
effective displacement and dispersion processes, as well as
being a test case to see how well the TFB well captures this
mass.

In all cases, the initial mass was uniformly distributed in a
5003 5003 5 ft3 volume of soil, located roughly 3200 ft to
the east–northeast of the TFB well and about 10 ft below the
water table (Fig. 3). This initialization volume lies within

Fig. 8. Head profiles near the top of the domain from three realizations: top row, ambient case; bottom row, remedial case. The upper left
contour corresponds to 520 ft; the contours rise to the east and southeast at 10 ft intervals; compare with Fig. 4.
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hydrostratigraphic Unit 2 (Table 1) and is centered at an
elevation of 528 ft, roughly 45 ft above the screen of the
TFB well. For both the tracer and reactive (PCE) com-
pounds, this led to approximate initial aqueous concen-
trations of 1.89 mg/l, assuming a porosity of 0.3. Given
the desired particle resolution of 3000 particles/kg,
roughly 60 000 and 72 000 particles were used in each
simulation.

It is important to note that the initialization process did
not distribute the solute mass in any preferential fashion
with respect to the permeability distribution in the initializ-
ation area. It was as though the mass was directly introduced
through a well or leaky container at this location, or dis-
solved from a DNAPL that has sunk into or enveloped this
zone. If, however, the initial zone of contamination was
considered to have originated via historical migration
from a disposal point on the ground or water table surface,
then the mass would more likely be found inside regions of
higher permeability, to the extent that they exist. In this
sense, mass should be preferentially distributed into the
more permeable parts of the initialization area, or, alterna-
tively, permeabilities generateda posteriori in this area
should be conditioned towards higher values.

5.1 Results

After initialization, the tracer and reactive compounds were
allowed to migrate for 15 000 days (41 years) under ambient
flow conditions. The vertically averaged distribution of the
nonreactive tracer mass in each realization is shown in
Fig. 10a. Clearly, the plumes move relatively slowly because
of the low hydraulic gradients in this area. In addition, the
plumes show minor and distinct profile differences arising
from local variations in each velocity field. In particular, the
plume of simulation 4 shows a marked lack of displacement
and spreading, because the initial plume location in this
realization was situated in a zone of low permeability.

After 15 000 days, migration was allowed to continue
under extraction flow conditions. In this sense, the images
in Fig. 10a would correspond to the contaminant distribu-
tion at a time of ‘‘discovery’’, say 41 years or so after their
introduction into the groundwater. Fig. 10b shows the dis-
tribution of the same tracer contaminants after another
15 000 days has passed under the extraction scenario. At
this stage, mass is clearly moving toward the TFB well,
although not much of it seems to have been captured
(recall that the location of the well was not really chosen

Fig. 9. Head profiles near the top of the domain from the first heterogeneous problem (left) and the uniform problem (right): top row,
ambient case; bottom row, remedial case. The upper left contour corresponds to 520 ft; the contours rise to the east and southeast at 10 ft

intervals; compare with Fig. 4.
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to optimize the extraction of the contaminants as they
appear in Fig. 10a). Notice that the overall mobility of the
plume in simulation 4 is still significantly reduced. How-
ever, because of the proximity of Unit 1b (Fig. 3), some of
the mass has moved into this unit and moves faster.

Fig. 11 shows the extraction history of both the tracer and
reacting compounds at the TFB well over time. In the left

column, the vertically averaged tracer distribution for the
first realization at 30 000 days (82 years) is shown, along
with the mass recovery for the tracer (solid lines) and sorb-
ing compound (dotted lines) for each of the five realizations.
Clearly, there is a fair degree of variability in the results,
perhaps more than might be interpreted from the integrated
profiles at 15 000 and 30 000 days. Over a 250 year period,

Fig. 10. Vertically averaged tracer concentration from five realizations after (a) 15 000 days (41 years); (b) 30 000 days (82 years). Recall that
extraction (TFB) well was turned on after 15 000 days. In the electronic version of this paper, a series of animated montages are available to help
visualize the two-dimensional, vertically averaged tracer migration in a composite of all realizations more clearly (see ‘‘Special section on

Visualization’’ on the journal’s homepage athttp://www.elsevier.nl/locate/advwatresor http:www.elsevier.com/locate/advwatres).
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most of the 20 kg of tracer mass was recovered in one simu-
lation, while barely one-third of it was recovered in another.
An even wider gap is evident with the sorbing (PCE) com-
pound, even though its recovery has not quite reached any
limiting value(s) because of retarded migration rates. The
variability in recovery reflects the uncertainty that hetero-
geneity introduces and the overall impact heterogeneity has
on the integrated migration rates between the source area
and the well. Some of this variability is also due to the way
in which the initial condition was established. If the initial
mass were apportioned (or conditioned) to regions of higher
permeability, then the variability between these results
would likely be reduced.

In the second column of Fig. 11, a similar set of results is
shown for the sixth medium realization in which the geo-
metric mean hydraulic conductivities were specified uni-
formly as constants within each unit. Compared with the
previous results, the tracer plume shows a smaller overall
mean displacement, and, aside from some mass crossing
into faster flows in Unit 1b, virtually no macrodispersion
associated with heterogeneity is evident. As observed over a
300 year period, complete tracer recovery (20 kg) was not
obtained because some of the mass appears to have moved
outside the capture zone of the well.

6 ASSESSMENT OF EFFECTIVE BEHAVIOR

The differences observed between the uniform and nonuni-
form simulations arise for two reasons: first, the geometric
mean conductivities used as the ‘‘constant’’ layer values in
the sixth realization do not adequately represent the effec-
tive behavior produced in the heterogeneous problems.
Secondly, the macrodispersive effect produced by the het-
erogeneity in the first five realizations is not truly repre-
sented in the sixth one. To assess this situation further, the
tracer transport problems were all run again under ambient
conditions only, for a period of 120 000 days (329 years), or
until all of the mass exited the domain. This produced a set
of ‘‘ambient-only’’ results. In this way, the displacement
and macrodispersive behavior of the plumes could be
measured in the absence of treatment well influences.

6.1 Mean tracer plume displacement and effective
horizontal conductivity

In Fig. 12a, the path-length displacement,s(t), of the center
of mass of each tracer plume in the first five ambient-only
realizations is shown. These were computed using the
procedure of Tompson and Gelhar.26,27 All are rather

Fig. 11. Stochastic and deterministic extraction results. Left side: vertically averaged tracer concentration at 30 000 days for the first
heterogeneous problem and extraction history for both compounds in all five heterogeneous realizations (solid line¼ tracer, dotted line¼
reactive compound). Right side: vertically averaged tracer concentration at 30 000 days for the deterministic problem (constant layerKG

values) and the associated extraction history.
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similar, except for the fourth realization which shows a dis-
tinctly slower migration rate. This resulted from the mass
initialization factors associated with this problem, as discussed
previously.

The average of these five displacement curves is shown in
Fig. 12b. The ratio of the average displacement to the dis-
placement observed in the sixth (constant property) realiza-
tion is also shown. Allowing for initialization effects, it is
clear that the average rate of migration in the constant prop-
erty problem is slower by a factor of 1.9–2.1. This was
determined by using the displacement ratio as an approxi-
mate speed ratio. Assuming that hydraulic gradients are
roughly similar in all of these problems, this factor may
be a good approximation of the ratio of the apparent, or
‘‘effective’’, horizontal hydraulic conductivity (̂Kh) to the
geometric mean conductivity (KG) within the hydrostrati-
graphic layers through which the tracer passed.

This ratio may also be estimated for specific hydrostrati-
graphic layers by employing theoretical results from the
stochastic models of Dagan8 (equations 3.4.17–18),
Gelhar12 (equation 4.1.62 and Fig. 4.8) or Neuman and
Orr16 (equations 37–39). In the case of an unbounded, stra-
tified medium characterized by a stationary correlation
structure (eqn (6)) withl1 ¼ l2 ande¼ l3/l1, these results
generally indicate that

K̂h=KG < 1þ
j2

f

2
(1¹ F (e)) (8)

whereF(e) is a complicated function of the degree of stra-
tification. Using Dagan’s8 equations (3.4.17–18), we have
estimatedK̂h=KG values for each hydrostratigraphic layer,
as shown in Table 1. Equivalent values were found from
the other cited results.

These results indicate that a tracer plume moving in a
heterogeneous version of Unit 2 should be moving approxi-
mately 1.9 times faster than an equivalent plume in a uni-
form version characterized by the geometric mean
conductivity, assuming equal hydraulic gradients. Similarly,
a plume moving in a heterogeneous version of Unit 3a
should be moving 3.45 times faster than an equivalent
plume in a similar uniform version. The results of Fig. 12b
reflect the behavior of plumes that could be moving in sev-
eral units at different times, or simultaneously. Fig. 13
tracks the elevation of the center of mass of the tracer
plume for the first ‘‘ambient only’’ simulation, and confirms
that the plume moves from Unit 2 to Unit 3a over the course
of the simulation, paralleling the slight dip in the bedding.
This same course was observed in all other simulations as
well. In all cases, portions of the plumes span Units 2, 3a
and 3b near the end of the simulation. Hence, it is reasonable
to assume the speed ratio estimated in Fig. 12b (1.9–2.1)
reflects some average of the effective conductivity ratios
predicted for Units 2 and 3a (1.9 and 3.4).

Fig. 12.Estimates of the path-length displacement as a function of
time, si(t) in the ambient-only simulations, (a) for the five nonuni-
form realizations (i ¼ 1–5), and (b) for the sixth uniform realiza-
tion (i ¼ 6). In (b), the average of the five nonuniform results (s̄(t))

is also shown, as well as the ratios̄(t)=s6(t).

Fig. 13.Elevation of the plume center of mass for the first ambient
only simulation. Results are plotted as a function of displacement

and hydrostratigraphic unit.
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Although not included in Table 1, it is interesting to note
that better agreements (in terms of apparent effective
hydraulic conductivities) were found with expressions of
the form given in eqn (8), as opposed to their exponential
generalizations (equation (4.1.65) in Ref.12 or equation (40)
in Ref.16). This agreement occurred here and in several other
unpublished comparisons despite the fact that the corre-
sponding vertical effective conductivities, predicted by
results similar to eqn (8), can often be negative.

The results in Table 1 indicate the effective horizontal
hydraulic conductivities in the local subdomain range from
3.8 to 14.0 ft/day. Surprisingly, these tend to bracket the
10.0 ft/day value used in the central region of the calibrated
two-dimensional regional model of the LLNL site described
in Ref.28, despite the fact that the influence of the lower
permeability materials was not incorporated in the current
analyses.

6.2 Tracer plume spreading and macrodispersive
behavior

In Figs 14–16, parts a, the principal components of the
tracer plume spreading variance tensor,S2

ii (s) (no sum),
are plotted as a function of path-length displacement,s(t),
for the first five ambient-only realizations. These compo-
nents can be used to gauge the size of a plume in a given
direction and determine its rate of growth (or spreading) as a
function of mean displacement. They may be used to assess
the nature of macrodispersion, and in particular, to
determine whether constant macrodispersivity components
can be identified and measured. As above, these components
were computed using the procedure of Tompson and
Gelhar.26,27

The predominant axis of spreading occurs in the long-
itudinal direction (Fig. 14a), roughly parallel with the
mean direction of plume displacement. The spreading
rate in the (approximately) horizontal bedding plane

Fig. 14.Evolution of the longitudinal spreading variance,S2
11 as a

function of path-displacement,s, (a) for each of the nonuniform
ambient-only realizations, and (b) as averaged over all five

realizations.

Fig. 15. Evolution of the transverse spreading variance,S2
22 as a

function of path-displacement,s, (a) for each of the nonuniform
ambient-only realizations, and (b) asaveraged over all five realizations.
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perpendicular to the longitudinal axis (Fig. 15a) is an order
of magnitude smaller, while that in the vertical direction,
perpendicular to the bedding plane (Fig. 16a), is still another
order of magnitude smaller.

Each set of curves shows a marked degree of variability
from one realization to the next. This reflects the contorted
stretching and squeezing each plume undergoes during dis-
placement.26 Comparison of Fig. 14a and b shows that when

one plume is comparatively longer in the longitudinal direc-
tion than the rest, it is generally thinner in the transverse
horizontal direction as well.

In Fig. 14a, the longitudinal spread or variance observed
in most realizations appears to increase at one rate for the
first 1200 ft of displacement, and then at a much larger rate
thereafter. This is better seen in Fig. 14b in which the aver-
age value from the five realizations is plotted. These differ-
ent apparent rates may be due to a developmental process
associated with generalized plume expansion (e.g. Dagan,8

Fig. 4.6.1; Gelhar,12 p. 235), variabilities associated with the
plume moving through different hydrostratigraphic layers
(e.g. Fig. 13), or a combination of both.

In general, the accelerated growth or spreading induced
by the heterogeneity may be described as an effective or
macroscopic dispersion process characterized by a tensor
Dm whose principal (or diagonalized) form looks like8,12,26

Dm(s) <

A11(s) þ aL 0 0

0 A22(s) þ aT 0

0 0 A33(s) þ aT

2664
3775·

ds
dt

(9)

The principal longitudinal axis ofDm is generally consid-
ered to be aligned in the direction of mean plume displace-
ment, although some departures from this have been
discussed in cases where the mean hydraulic gradient is
not aligned with the horizontal bedding plane.12 Notice
the explicit dependence ofDm on the mean displacement
s(t) and displacement rate ds/dt. The role of molecular
diffusion has been ignored. The apparent principal
macrodispersivity components,Aii (no sum), may be esti-
mated from the averaged plots in Figs 14–16, parts b, by26

A11(s) þ aL <
1
2
·
dS2

11

ds
(10)

A22(s) þ aT <
1
2
·
dS2

22

ds

A33(s) þ aT <
1
2
·
dS2

33

ds

Estimates ofAii (no sum) measured from these plots are
shown in Table 2 for two different displacement ranges.
Although the range 0, s(t) , 1200 ft may be construed
as a ‘‘developmental’’ region, it does correspond to a good
part of the displacement and growth of the plume observed
during the first 30 000 days of the simulations shown in

Fig. 16. Evolution of the transverse spreading variance,S2
33 as a

function of path-displacement,s, (a) for each of the nonuniform
ambient-only realizations, and (b) as averaged over all five

realizations.

Table 2. Estimated ‘‘total’’ (principal component) dispersivities for the plumes run in the hetero-
geneous ‘‘ambient-only’’ simulations, as based on the measured spreading rates shown in Figs 14–16. The

range s . 2000 ft may be considered ‘‘asymptotic’’. RecallaL ¼ 1.0 ft and aT ¼ 0.1 ft

Displacement range (ft) A11 þ aL (ft) A22 þ aT (ft) A33 þ aT (ft)

0 , s(t) , 1200 165 19 0.5
2000, s(t) , 3400 473 3.8 0.6
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Fig. 10. For s(t) . 2000 ft, the slopes of the spreading
curves are generally constant and the components might
be considered to have reached asymptotic values. Note
that A22(`) is much smaller that its preasymptotic value
and that the magnitudes ofA33(`) and aT are somewhat
comparable. Note also that the average value ofS2

33 at s ¼

3000 ft is 3500 ft2; this corresponds to a characteristic ver-
tical plume thickness of6 S33 ¼ 60 ft about the center of
mass, confirming that the plumes eventually do span
Units 2, 3a and 3b in the simulations (Fig. 13).

From a theoretical perspective, both Dagan8 (equations
4.6.21) and Gelhar12 (equation 5.2.18) offer predictions of
the asymptotic values of the macrodispersion coefficients as
a function of the statistical medium characteristics (Table 1)
and the orientation of the mean background hydraulic gra-
dient. They have been developed for unbounded, statisti-
cally stationary media that are more idealized than the
current layered system. If the mean hydraulic gradient can
be considered to be aligned with the plane of bedding and
l1 ¼ l2 ¼ lh, then the appropriate results are

A11(`) <
j2

f lh

g2 (11)

A22(`) < 0

A33(`) < 0

The g term in eqn (11) is defined by Gelhar12 to be
g < K̂h=KG. Dagan8 and others consider this term unneces-
sary such thatg ¼ 1. More recently, Rajaram and Gelhar19

have suggested the values ofA11(`) in eqn (11) may
overestimate the actual spreading behavior, and have pro-
posed modified values of the form

Ap
11(`) < A11(`)·f (12)

where the reduction factorf , 1 is dependent on the cor-
relation structure and the asymptotic values of the spread-
ing variance componentsS2

22 andS2
22.

Values ofA11(`) computed from eqn (11) and the data in

Table 1 are shown in Table 3. Estimates of Rajaram
and Gelhar’s19 reduction terms based upon their
equations (41) and (42) are also shown. These results
are based upon asymptotic estimates ofS22 and S33

inferred from Figs 15 and 16, parts b (equal to 224
and 60 ft, respectively) and are developed for bounding
situations whereS33 q l3 and S22 q l2 or S33 q l3

and S22 , l2, respectively.
If, as above, the tracer plumes are regarded to migrate

principally in hydrostratigraphic Units 2 and 3a (Fig. 13),
then the value A11(`) ¼ 473 ft measured from the
simulations compares more favorably with the range of
Dagan’s results predicted for these units (A11(`) < 392–
1058 ft), especially when modified by either of Rajaram and
Gelhar’s19 reduction factors (to yieldAp

11(`)<333–899 ft).
Nevertheless, a more exacting comparison to theory may be
more difficult because of the plumes’ trajectory through the
various hydrostratigraphic units.

The extremely small measured values ofA22(`) and
A33(`) shown in Table 2 seem approximately consistent
with the predicted zero values. In addition, the apparent
growth and eventual decline ofA22(s) towards A22(`)
seems consistent with predictions of preasymptotic behavior
as well, although some of the observations could have been
produced by plume transitions between different layers and
offsets between the slight dip structure of the layers and the
orientation of the mean hydraulic gradient. Indeed, Gelhar,12

(Fig. 5.14) suggests that nonzero values ofA22(`) andA33(`)
may be obtained if the mean gradient is not perfectly aligned
in the plane of bedding.

6.3 One last simulation

In order to assess how well the behavior in the heterogeneous
problems could be reproduced in a mean sense using effec-
tive parameters, we have rerun the previous deterministic
flow problem using effective horizontal conductivities
shown in Table 1 in place of the geometric mean values
specified previously.

Following this, a transport simulation was conducted with

Table 3. Effective asymptotic macrodispersivities for each hydrostratigraphic unit using the results of Dagan8 (equations 3.4.17–
18), Gelhar12 (equation 5.2.18) and the data in Table 1. These results are based upon the assumption that the hydraulic gradient lies
approximately in the plane of bedding. In this case, both Dagan’s and Gelhar’s results suggest thatA22(`) ¼ A33(`) ¼ 0. Rajaram

and Gelhar’s reduction factors can be used to estimate modified valuesAp
11(`) ¼ A11(`)·f

A11(`) (ft) (eqn 11)) Correction factors,f, leading toAp
11(`) ¼ A11(`)·f

Unit, j g ¼ 1 (Dagan) g ¼ K̂h=KG (Gelhar) equation 41 in Ref. 19 equation 42 in Ref. 19

1a 882 95 0.85 0.85
1b 512 107 0.85 0.85
2 392 107 0.85 0.85
3a 1058 89 0.85 0.85
3b 1058 89 0.85 0.85
4 450 108 0.85 0.85
5 800 98 0.85 0.85
6 (clay) 392 107 0.85 0.85
Fault zone 0.0 0.0 0 0
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constant macrodispersivities that are approximately consis-
tent with the values measured in the heterogeneous
simulations. Specifically, we solved eqn (3), where the diag-
onalized form ofD is given by eqn (9), and used constant
values of A11 < 165 ft, A22 < 19 ft and A33 < 0.5 ft
(Table 2). These values were deemed appropriate for
plume displacements less than 1200 ft, and were not mod-
ified or adjusted to match characteristics of each hydro-
stratigraphic layer (alternatively, one could attempt to
estimate approximate values from the preasymptotic
regime of equation (4.6.14,15) of Dagan8).

This simulation required a slight modification of the
model to treat three principal dispersivity values instead
of two. It was felt that larger values consistent with the
apparent or predicted asymptotic values shown in Table 2
or Table 3 would lead to overdispersed plumes in the near
field and poor capture results.

Fig. 17 shows the tracer distribution at 30 000 days and
the extraction history of the tracer and reactive compounds.
Clearly, the areal shape and center of mass of the plume
more closely approximate those created in the nonuniform
flow fields, even though the plume trajectory appears some-

what different. The recovery curve, albeit incomplete,
seems fairly well bracketed by the heterogeneous results.
This approach necessarily approximates developmental
dispersion behavior with inferred constant preasymptotic
dispersion coefficients, and did not incorporate anisotropy
in the conductivity specification. ‘‘Nonstationary’’ effects
induced by the well or boundary effects were not
addressed.16 In addition, no sense of the recovery uncer-
tainty induced by fundamental data uncertainties (Fig. 11a)
can be discerned from this result.

7 ADDITIONAL OBSERVATIONS AND
CONCLUSIONS

In this paper, we have reported on a series of detailed simu-
lations to test the applicability and utility of stochastic
models of flow and transport in porous media in the context
of a real field system. The process has led to a number of
pertinent insights relating to

• the intrinsic viability of stochastic models, both in
terms of their applicability to real field systems as
well as their theoretical accuracy;

• a need for better and unbiased methods to delineate
the spatial distribution and structure of geologic
materials and hydraulic properties in field systems;
and

• the importance of large-scale simulation as a tool to
provide valuable insights on small-scale mass trans-
port processes in highly variable media.

Fig. 17. Deterministic extraction results. Vertically averaged
tracer concentration at 30 000 days for the deterministic problem
(constant layer̂Kh values) and the associated extraction history for
both compounds (solid line¼ tracer, dotted line¼ reactive

compound).

Fig. 18.Below: distribution of lithologic materials sampled by the
wells tested at the LLNL site, sorted by the measured conductivity
(after Carle5). Above: hypothethical resampled Gaussian lnK dis-
tribution superposed on the well and core test data (as obtained by
matching the mean and variance of the properties assigned to the

lithological facies and weighted by lithological abundance).
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7.1 Model viability

Understandably, the configuration of the application site has
presented some apparent nonidealities with respect to the
basic stochastic modeling framework. As formulated, the
problem was posed in a bounded domain, based upon a
multi-layer random-field conceptualization, and made
more complicated through the inclusion of several pumping
wells. These issues created a nonstationary environment that
is, strictly speaking, beyond the realm of applicability of the
more traditional stochastic theories. Moreover, because the
ln K variances (j2

f ) used in the layers range between 2 and
5.3, they are seemingly out of the range of the low-variance
assumptions typically employed.

Nevertheless, the observed rates of plume displacement
in the simulations suggest that the effective horizontal
hydraulic conductivities of the different layers are in
approximate agreement with predictions based upon eqn
(8), at least as they apply to Units 1b and 2. Estimates of
the asymptotic tracer macrodispersivity based upon Dagan’s
model,8 as corrected by Gelhar and Rajaram’s19 results,
appear to bracket the overall value observed in the long-
term ambient-case model simulations. Use of smaller, pre-
asymptotic macrodispersivities in an effective medium
extraction-case simulation provided a set of contaminant
recovery curves that are clearly enveloped by those found
in the high-resolution simulations conducted earlier.

7.2 On the need for improved geologic characterization

Although the simulations suggest a certain robustness in
many of the stochastic results, it appears that biases and
limitations in the original hydraulic data may have reduced
the applicability of the Gaussian representations and
clouded the practical utility of the simulations and effective
behavior based upon them. The disparity in scale and biases
that are evident in the core and well test data (Fig. 5a)
suggest that some blending of the data sets would be
desirable. Moreover, the representation of geologic struc-
ture and spatial correlation in the system needs to be
improved.

On the one hand, this might be achieved by performing
additional well tests in a wider range of media that includes
lower permeability materials and more closely-spaced data
locations in horizontal directions. However, the costs would
be prohibitive and the success of measuring the permeability
of tight clays with traditional testing procedures would be
questionable at best. On the other hand, a greater focus on
testing core-scale samples might lead to better distributional
measurements of permeability, but may again suffer from
excessive costs and experimental constraints.

Evolving trends in geologic characterization seem to be
focused on the greater use of noninvasive geophysical char-
acterization methods20,9,7,13and more realistic geostatistical
or depositional modeling techniques that respect and incor-
porate a greater amount of existing geologic informa-
tion.14,10,15,18,21,31,6,11Geostatistical indicator techniques,

for example, are based upon modeling the structure and
distribution of hydraulically distinct lithologic materials as
opposed to hydraulic conductivity properties themselves.
Distributional information is readily available from bore-
hole data, while structural information can be more easily
inferred from principles of geologic deposition, as well as
trench and cross-borehole observations.

In a new application at LLNL, Carle and others5,11 have
shown that the hydraulic tests largely sample the channel,
debris flow and levee materials in the alluvium, but none of
the floodplain materials (Fig. 18). Interestingly, the flood-
plain materials alone comprise over 50% of the alluvial
volume, and are most likely representative of the materials
tested in the cores. The average hydraulic conductivity for
the floodplain, levee, debris flow and channel materials has
been estimated to be 1.43 10¹4, 0.57, 1.42 and 17.0 ft/day,
respectively.5 When weighted by an estimate of the frac-
tional abundance of these materials in the aquifer, the
geometric mean conductivity is estimated as 0.03 ft/day,
while the apparent lnK variance (j2

f ) is over 24!
If a Gaussian lnK distribution with these parameters is

superposed on the well and core test data, a resampled curve
is obtained that effectively spans the entire data set (Fig. 18).
Although the real facies distribution is not likely to be
Gaussian, this suggests that a more unified and unbiased
picture of the permeability distribution is being achieved
in this process.

7.3 High performance computing

The structure and distribution of geologic materials pro-
duced in newer geologic modeling approaches are generally
more flexible and geologically realistic than those produced
by traditional random-field models. As a result, these
models offer new opportunities for investigating fine-scale
mass transport issues and interpreting large-scale effective
flow behavior, both at LLNL, and in other, geologically
complex systems.

The lack of theoretical models describing effective flow
and macrodispersion behavior in more general geologic
representations emphasizes the fact that large-scale simula-
tion of the sort used here can be of much greater importance
and utility in these endeavors. This point becomes much
more relevant when the flow, transport and transformation
processes become increasingly complicated, coupled, math-
ematically nonlinear and sensitive to small-scale material
variabilities.

Thus, it would appear that flow and mass transport simu-
lations in complex media will become increasingly impor-
tant in the future as related to the following areas:

• complicated remedial technology and waste man-
agement topics involving multiphase flow or micro-
biological, chemical or thermally enhanced
transport and transformation processes;

• scientific justification of dilution and other natural
attenuation phenomena in support of negotiated
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closures of contamination sites and improved
groundwater driven risk assessment studies;

• broader groundwater quality issues associated with
non-point source pollution, agricultural inputs and
aquifer recharge practices; and

• large-scale aquifer, surface water and conjunctive
use management policies.

7.4 Animations and electronic copy

This paper can be viewed electronically at the journal’s
homepage athttp://www.elsevier.nl/locate/advwatresor
http://www.elsevier.com/locate/advwatres(see ‘‘Special
section on Visualization’’). The electronic version includes
a number of animated sequences associated with Figs. 3, 7,
10 and 11.
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